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Summary

Fluid mechanics of natural gas in organic-rich shale involves
nanoscale phenomena that could lead to potential non-Darcy
effects during gas production. In general, these are low-Reynolds-
number and noncontinuum effects and, more importantly, pore-
wall-dominated multiscale effects. In this study, we introduce a
new lattice Boltzmann method (LBM) to investigate these effects
numerically in simple pore geometries. The standard method was
developed in the 1980s to overcome the weaknesses of lattice gas
cellular automata and has emerged recently as a powerful tool to
solve fluid dynamics problems, in particular in the areas of micro-
and nanofluidics. The new approach takes into account molecular-
level interactions by use of adsorptive/cohesive forces among the
fluid particles and defining a Langmuir-slip boundary condition at
the organic pore walls. The model allows us to partition mass
transport by the walls into two components: slippage of free gas
molecules and hopping (or surface transport) of the adsorbed
gas molecules. By use of the standard 2D D2Q9 lattice, low-
Reynolds-number gas dynamics is simulated in a 100-nm model
organic capillary and later in a bundle of smaller-sized organic
nanotubes. The results point to the existence of a critical Knudsen-
number value for the onset of laminar gas flow under typical
shale-gas-reservoir pressure conditions. Beyond this number, the
predicted velocity profile shows that the mechanisms of slippage
and surface transport could lead to molecular streaming by the
pore walls, which enhances the gas transport in the organic nano-
pores. The work is important for development of new-generation
shale-gas-reservoir flow simulators, and it can be used in the labo-
ratory for organic-rich-shale characterization.

Introduction

Advanced microscopy and image analysis techniques have been
used to investigate pore scale characteristics of resource shale for-
mations (Loucks et al. 2009; Wang and Reed 2009; Sondergeld
et al. 2010; Kang et al. 2011; Ambrose et al. 2012). A popular
approach today is focused ion-beam scanning electron micros-
copy. 2D scanning electron micrographs at micron scale reveal
the presence of finely dispersed organic porous material, widely
known as kerogen, imbedded within the inorganic matrix. A sig-
nificant portion of the pores associated with gas storage is found
within these kerogen pockets (Kang et al. 2011) that are 200–500
nm in size. Kerogen pores are micropores with sizes less than 2.0
nm and mesopores with sizes in the range 2 to 50 nm. Although
some larger pores may exist, the average kerogen pore size is typ-
ically below 10 nm (Adesida et al. 2011). The range of pore sizes
shows that the organic-rich shale can, in general, be considered a
naturally occurring nanoporous material. At this scale, the contin-
uum assumption of fluid flow may break down and the Navier-
Stokes equations with no-slip boundaries may not be valid. This
means that the classical approach to modeling gas flow that is
based on Darcy’s law may not be suitable for reservoir flow simu-
lation. In this paper a new simulation approach is presented to
study the pore size dependency of gas transport in organic nano-
porous materials and to answer some of these questions. The

approach considers natural gas as a swarm of particles colliding
and streaming in model capillaries represented by a 2D discrete
square lattice. Under certain initial and boundary (nonequili-
brium) conditions, the particles interact intrinsically among them-
selves and with the capillary walls, whereas they collectively
obey the Boltzmann transport equation. During the streaming/col-
lision/relaxation processes, these interactions manifest a micro-
cosm of viscous-flow behavior inside the capillary. The lattice
space and time evolution of the fluid particles is then studied in
terms of the predicted particle velocities at the nodes across the
capillary. The simulation approach can handle arbitrarily complex
pore geometries in a fairly straightforward way, and, because of
its intrinsic kinetic nature, it can also handle the high-Knudsen
number regime where both macroscopic dynamics and micro-
scopic statistics are important.

Knudsen number (Kn) is used during a discussion on the valid-
ity of continuum equations. It is traditionally defined as the ratio
of the mean free path of molecules (k) to the macroscopic length
scale of the pores (H): Kn¼ k /H. In Roy et al. (2003), different
flow regimes are described including continuum flow, slip flow,
transition (or Knudsen) flow, and free-molecule flow, with the
Knudsen number in the ranges of Kn< 10–3, 10–3<Kn <10–1,
10–1 <Kn< 10, and 10<Kn, respectively. On the basis of this
argument, our group recently showed (Kang et al. 2011) that the
flow of gas inside organic pores in shale is mainly in the Knudsen-
flow or in the free molecule-flow regimes where the continuum
equations are not valid. Consequently, to predict the gas flow dy-
namics requires different modeling and simulation techniques.
Our group has been using molecular modeling and simulation
techniques that are suitable to investigate thermodynamics of nat-
ural gases (e.g., methane, ethane, nitrogen, and carbon dioxide) in
model pores under equilibrium conditions (see, for example, Ade-
sida et al. 2011; Diaz-Campos 2010; Kang et al. 2011). These par-
ticle-based microscopic simulation approaches, however, involve
numerical solutions to the many-body problem and are too costly
when gas is considered in a large nano-tube (with size greater than
10 nm) or in a 3D kerogen pore network. Today, molecular dy-
namics simulations typically include a few thousand molecules in
an organic nanopore (with size less than 10 nm) and use femtosec-
ond (10–15 seconds) timesteps. On the other hand, the Monte
Carlo simulations of a similar problem converge to thermody-
namic equilibrium only after hundreds of thousands of cycles of
random trial moves. These obviously point to extremely high com-
putational costs for this study. Furthermore, there exist technical
difficulties in simulating molecular behavior under nonequili-
brium conditions, when, for example, a net molecular flux exists
at the inlet and outlet of an organic nanopore. Even though these
methods have allowed us make significant progress in our under-
standing of the thermodynamics of fluids in shales, a new
approach is necessary to study solid/gas interaction under none-
quilibrium conditions with a particular interest on mass transport
at the mesoscale.

The LBM has strong theoretical background and some numeri-
cal advantages that made it a powerful tool to simulate various
fluid dynamics at different scales from the continuum-level vis-
cous-flow problem to heat and mass transport through microchan-
nels (Succi 2001; Nie et al. 2002; Myong et al. 2005; Chen 2007).
LBM is fundamentally a mesoscopic approach initially developed
as an alternative to the lattice gas cellular automata. Consistent
with the kinetic theory of gases, in this method the gas is consid-
ered to be composed of interacting fluid particles streaming in
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space and having elastic collisions of spherical particles. The par-
ticles do not represent atoms or molecules; instead, they are
coarse particles (or coarse grains) although they are typically con-
sidered much smaller than the fluid particles of the continuum
mechanics. The microscopic physics of fluid flow is considered
with much less computational cost in comparison to molecular dy-
namics and Monte Carlo simulations; in fact, the cost is compara-
ble with that of common Navier-Stokes solvers (Chen and Doolen
1998; Myong et al. 2006). The lattice Boltzmann equation can be
obtained by discretizing the Enskog equation in phase space and
time, or directly from the continuous Boltzmann equation (Ho
and Tai 1998). The solution at the limiting case (i.e., small Knud-
sen numbers) converges to the Navier-Stokes solution of contin-
uum equations, although, because of its kinetic nature, it can also
be used to simulate transition flow and free molecular transport at
high Knudsen numbers. These features make LBM an efficient
and predictive tool suitable for this study.

Currently, more-sophisticated lattice Boltzmann models are
being developed to simulate multicomponent and multiphase fluid
systems (Shan and Chen 1993; Martys and Chen 1996; He and
Doolen 2002). In more-specific applications, LBM has been used
to capture the behavior of nonideal gases and inhomogeneous flu-
ids. The method has also been very powerful to simulate the fluid
flow in porous media with complex boundary conditions (Dardis
and McCloskey 1998; Sukop and Or 2004; Ramstad et al. 2010).
It has been used to simulate interfacial dynamics caused by fluid/
fluid or fluid/solid interactions (e.g., surface tension, cavitation, or
adsorption) in porous materials, where capillarity may play a criti-
cal role in mass transport.

Implementing intricate boundary conditions associated with
tube or pore walls has been a focus for the LBM development
(Martys and Chen 1996; Or and Tuller 2002; Sukop and Or
2005). Slip boundary conditions have been a subject of research
for more than a decade where gas flow in microelectromechanical
systems is considered (Ho and Tai 1998). The most important
characteristic of gas flow in these microsystems is the slip motion
at the surface of the solid, which increases with the Knudsen num-
ber. Different types of boundary conditions have been considered
to model the slip velocity at solid surfaces. Some involved modifi-
cations to common bounce-back boundaries, such as the halfway
bounce-back rule developed by Nie et al. (2002), where the slip
velocity at large Knudsen number is approximated by a parabolic
velocity distribution with slip boundary velocity. The others were
involved with the generalization of the bounce-back rule by
allowing the mix of bounce back and specular reflection (Succi
2002). These approaches involve complicated treatments at the
boundary. Currently, Maxwell slip model is the most common
approach to describe the slip velocity, in particular for rarified-
gas-flow problems. In the Maxwell slip model, the slip velocity is
a function of Knudsen number, gradient of velocity, and a so-
called accommodation coefficient. The main disadvantage here is
the high dependency of the slip velocity on the accommodation
coefficient, which is a free parameter related to diffusive reflec-
tion. In most of the cases, a limited knowledge of this parameter
led to significant deviation of the model results from the bench-
mark values (Maxwell 1879; Myong 2004; Kim et al. 2007; Chen
and Tian 2009). Several attempts have been made to attribute a
physical meaning to the accommodation coefficient by use of
the Langmuir theory of equilibrium adsorption (Myong 2004;
Myong et al. 2005). In these approaches, at large Knudsen num-
bers, the gas molecules interact with the solid surfaces by mean of
fluid/solid adhesive forces; consequently, the gas molecules are
allowed to adsorb at the surface and may desorb to the pore space
after some time lag. This time lag causes macroscopic slip veloc-
ity at the solid surface. The lag is considered to be influenced by
the adsorption; hence, it is a function of the amount of gas
adsorbed at the surface, pressure, temperature, and some gas/solid
physical properties that can be described by use of the equilibrium
Langmuir isotherm. These approaches, being referred to as the
Langmuir slip model, have been applied to several microflow
problems successfully (Myong 2001, 2004; Myong et al. 2005).

Our previous numerical and experimental investigations on gas
storage and transport have revealed the importance of wall-domi-
nated transport in organic-rich shale (Fathi and Akkutlu 2012,
2009; Kang et al. 2011). On the basis of these investigations, the
Knudsen flow in organic-rich shale can be considered a manifesta-
tion of several molecular-level transport phenomena at the large
scale. In Kang et al. (2011), for example, the flow has been consid-
ered to develop by the kerogen pore walls as a result of slippage of
the free gas molecules, and surface transport (or hopping) of the
adsorbed molecules. Here, we propose to modify the existing LBM
with a Langmuir slip boundary condition to incorporate into lami-
nar flow both the slippage and the surface-transport mechanisms.
In the new Langmuir slip model, called LBM-Ls, the surface trans-
port of the adsorbed phase is introduced as a moving wall in the
model organic pores. The wall velocity in this case is caused by the
adsorbed-phase gradient and can be calculated locally at each time-
step by use of the Langmuir-isotherm equation. The slippage, on
the other hand, is considered a specular reflection of the fluid par-
ticles by the wall. We show application of the new model in simple
pore geometry: an organic capillary. We show that the new Lang-
muir slip model recovers the analytical solution for Poiseuille flow
in large nanotubes. Next, the sensitivity of flow is discussed in bun-
dles of capillaries with smaller diameters, where Knudsen number
is increased significantly. The results show molecular streaming
effect by the walls on the overall gas transport in capillaries. In
addition, under certain conditions, the parabolic fluid-velocity pro-
file of the laminar flow appears and at different conditions the
profile appears somewhat more uniform across each capillary indi-
cating viscous decoupling and diffusive mass transport.

Lattice Boltzmann Model

LBM is developed to overcome some of the disadvantages of the
lattice gas cellular automaton, such as the statistical noise and the
appearance of extra terms in the upscaled Navier-Stokes equa-
tions. Fundamentally, in LBM, the discrete Boolean variables of
the lattice gas cellular automaton describing the particle occupa-
tion are replaced by a particle-distribution function. This approach
eliminates the statistical noise issue while keeping all the advan-
tages of locality in the kinetic form of the lattice gas cellular au-
tomaton (Wang and Reed 2009). LBM is recognized with the
lattice Boltzmann equation, lattice pattern, and local equilibrium
distribution function. The lattice/Boltzmann equation is a combi-
nation of two processes: (1) streaming, in which each fluid parti-
cle moves in a direction of its velocity to the neighbor lattice
node; and (2) collision, where particles arriving at a node collide
and change their velocity direction according to collision operator
X. The lattice Boltzmann equation can be written as

faðxa þ eaDt; tþ DtÞ ¼ faðxa; tÞ þ Xð faÞ
a ¼ 0; 1; …; N; � � � � � � � � � � � � ð1Þ

where fa is the distribution function of particles; x and t are lattice
space and lattice time dimensions, respectively; Dt is incremental
lattice timestep (ts); and ea is the velocity vector of the particle at
node a. Definition of the lattice pattern depends on the dimension
of space we want to simulate; however, to recover the correct
flow equations, it is necessary to use specific lattice patterns that
provide sufficient lattice symmetry, such as square and hexagonal
lattices (Frisch et al. 1986). In the LBM equation the number of
possible particle positions and their velocity directions are limited
to the number of nodes in each lattice. The number of velocity
magnitudes, which distinguishes different lattice patterns, is also
limited. More simplification of general lattice equation has been
made by assuming uniform particle mass (mu) equal to unity that
leads to equivalent microscopic velocities and momenta for the
lattice. 2D simulations, a nine-speed square lattice (Fig. 1; left)
called D2Q9 has been used extensively, where each particle
moves one lattice unit (lu) at its velocity defined by ea (Eq. 2) and
in one of the eight directions indicated by 1 through 8 in Fig. 1
(left). On the basis of this nomenclature, a particle at Position 0 is
called the rest particle and has a zero velocity.
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The next step is to define a proper collision operator. The
Bhatnagar-Gross-Krook (BGK) collision operator with a single
relaxation time is often used for the purpose. The BGK collision
operator is derived on the basis of linearization of the collision op-
erator around the equilibrium state, neglecting the higher-order
terms, and assuming Xa( f eq) equal to zero. Hence, the BGK colli-
sion operator can be written as (Bhatnagar et al. 1954)

Xð faÞ ¼ �
fa � f eq

a

s
: ð3Þ

Here, s is the relaxation time that is assumed constant in the case
of nearly incompressible fluids. This assumption introduces the
second order truncation error in the lattice Boltzmann equation. In
isothermal LBM models, this error is completely absorbed into
the kinematic viscosity t, defined in He et al. (1998) as

t ¼ ðs� 0:5ÞRT; ð4Þ

where R is the universal gas constant and T is the temperature. In
the D2Q9 model, RT¼1/3 is taken. Equation 4 defines the relation
between relaxation time and kinematic viscosity in continuum
flow, suggesting that flow is controlled by Reynolds number. How-
ever, in the case of transport in microchannels with large Knudsen
number, the flow is controlled by Knudsen number. Therefore, the
relaxation time needs to be corrected for the Knudsen-number
value. In this study, we have used the approach introduced in Suga
et al. (2010), where the effective relaxation time is a function of
Knudsen number, as follows:

s� ¼ s WðKnÞ ð5Þ

The function W(Kn) was first developed by Stops (1970). Here,
we use a simplified form of the function as introduced by Suga
et al. (2010):

WðKnÞ ¼ 2

p
arctan ð

ffiffiffi
2
p

Kn�3=4Þ; ð6Þ

where Knudsen number can be found by use of

Kn ¼ t
H

ffiffiffiffiffiffiffiffiffi
p

2RT

r
: ð7Þ

Application of Eq. 5 introduces the wall effect more clearly
and implies that some of the particles colliding with the wall have
shorter effective relaxation time (s*) than the case where the wall
effect was ignored (i.e., by use of s instead), which appears as a
mean slip velocity at the wall at macroscopic level.

Having introduced the lattice Boltzmann equation and the lat-
tice pattern, we need to define the local equilibrium distribution

function

ðeq

a

faeq appearing in Eq. 3. This is a very important

function that defines what type of flow equations are solved by
use of the lattice Boltzmann equation. We are using the equilib-
rium distribution function derived by Qian et al. (1992) to solve
the Navier-Stokes problems (i.e., Eq. 8); however, solving differ-
ent sets of transport equations, one needs to derive the corre-
sponding equilibrium distribution function by use of a general
power series of macroscopic velocities (Zhou 2004),

ðeq

a

¼ xaq 1þ 3ðea � UÞ
e2

þ 9ðea � UÞ2

2e4
� 3ðU � UÞ

2e2

" #
: ð8Þ

Here, the weights xa are equal to x0¼4/9, x1¼ x2¼ x3¼ x4¼ 1/
9, and x5¼ x6¼ x7¼ x8¼ 1/36 and e is lattice velocity defined
as the lattice size Dx over the lattice timestep Dt. Fluid density q
and velocity U are macroscopic quantities that can be obtained by
use of the following fundamental expressions:

q ¼
X8

a¼0

fa ; U ¼ 1

q

X8

a¼0

eafa : ð9Þ

Langmuir Slip Boundary Condition

As stated earlier, the interactions between fluid/fluid and fluid/
solid molecules can be incorporated into the LBM by use of
appropriate boundary conditions. The Langmuir slip model has
been developed, on the basis of the Langmuir theory, to overcome
the commonly used Maxwell slip model disadvantage of having
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Fig. 1—(a) D2Q9 lattice pattern, (b) lattice geometry and velocity directions in the organic capillary, and (c) molecular transport
mechanisms by the organic capillary wall.
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the accommodation coefficient as a free parameter. In the Lang-
muir slip model, gas molecules are assumed to interact with the
solid surface; they adsorb to the walls because of adhesive forces
and then after some time lag, they are released to the fluid (i.e.,
desorb) (Myong 2004; Myong et al. 2006). The amount of
adsorbed gas molecules at the solid surface follows the equilib-
rium Langmuir isotherm defined as

a ¼ Cl

Cls
¼ KC

1þ KC
; ð10Þ

where Cls is the maximum monolayer adsorption capacity, Cl the
adsorbed gas density, K the Langmuir partition coefficient, and C
the free-gas density. By use of a proper equation of state (EOS) for
the free gas, Eq. 10 can also be written in terms of pore pressure as

a ¼ Va

Vamax

¼

1

PL
P

1þ 1

PL
P
; ð11Þ

where Vamax is the maximum monolayer adsorbed gas volume, Va

the adsorbed gas volume, PL the Langmuir pressure (i.e., pressure
at which Va¼ Vamax/2), and P the pore pressure. a is at a fixed tem-
perature and is a function of pressure P and of the gas and solid
properties introduced by the Langmuir parameters. We now intro-
duce the fluid velocity by the wall as a function of a, as follows:

UW ¼ ð1� aÞUg;slip þ a Usurf ; ð12Þ

where Usurf is the local wall velocity caused by the adsorbed-phase
transport (i.e., the surface transport) and Ug,slip is the velocity of the
gas one mean free path distance away from the wall. In this equa-
tion, as the free-gas pressure is increased, the amount of adsorbed
gas eventually reaches the maximum volume for monolayer adsorp-
tion (Vamax); in this limit, a becomes unity and the slip velocity
reaches the wall velocity. On the other hand, as pore pressure drops,
a decreases, and in the limit when the adsorbed gas amount becomes
negligible, the slip velocity becomes equal to the fluid velocity.

To implement the Langmuir boundary condition, we follow
the procedure presented by Chen and Tian (2009, 2010). In this
approach, solid wall is overlapped with boundary Nodes 3-0-1, as
shown in Fig. 1. Considering boundary Node 0 lying on left wall
in Fig. 1 (middle), its distribution function needs to be evaluated
by use of the Langmuir slip model. Following the Chapman-
Enskog method, the distribution function at the wall can be di-
vided into equilibrium and nonequilibrium parts, as follows (Chen
and Doolen 1998):

f ð0; tÞ ¼ f eqð0; tÞ þ ð1� gÞ f neqð0; tÞ; ð13Þ

where g is defined as g ¼ 1=ðseff þ 0:5Þ and superscripts eq and
neq correspond to equilibrium and nonequilibrium parts of the
distribution function, respectively. By use of the analogy to the
Langmuir model, the equilibrium and nonequilibrium parts of
the distribution function given in Eq. 13 can also be written as in
Chen and Tian (2009, 2010):

f eqð0; tÞ ¼ a f eqðW; tÞ þ ð1� aÞ f eqðg; tÞ
f neqð0; tÞ ¼ af neqðW; tÞ þ ð1� aÞf neqðg; tÞ

�
ð14Þ

At any time t, the macroscopic quantities (e.g., fluid velocities
and densities) of the flow are known at the nodes; thus, the equi-
librium and nonequilibrium distribution functions can be deter-
mined freely. In this study, because of the adsorbed-phase
transport, the wall is assumed to move with the local velocity of
adsorbed phase. The latter is a function of local pore pressure and
a. Here, the fluxes by the wall are defined assuming Fickian diffu-
sive transport. Hence, the adsorbed and free mass fluxes are

Jads ¼ Usurf

qads

M
¼ �DS

@Cl

@x

Jfree ¼ Ug;slip

qg

M
¼ �DK

@C

@x

; ð15Þ

respectively, where M is the molecular weight of the gas.
Adsorbed-phase flux at the wall (Jads) is a function of adsorbed-
phase diffusion coefficient, or surface diffusion coefficient Ds,
and the gradient of adsorbed-gas density. Knowing the velocity
and density of the gas close to the wall (Ug, qg) at each timestep
we can find this gradient by use of the chain rule and the Lang-
muir isotherm (Eq. 10), as follows:

@Cl

@x
¼ @Cl

@C

@C

@x
¼ KCls

ð1þ KCÞ2
: ð16Þ

Hence, with the use of Eqs. 15 and 16, the local wall velocity
Usurf, becomes

Usurf ¼
DS

DKqads

� �
qg Ug;slip

KCls

ð1þ KCÞ2

" #
: ð17Þ

Knowing the wall temperature and velocity, at each timestep,
the equilibrium distribution function at the wall can be found
(Tang et al. 2005, 2008; Chen and Krafczyk 2009; Chen and Tian
2009, 2010):

f eqðW; tÞ ¼ f eqðqg ;TW ;Usurf ; tÞ þ Oðe2Þ; ð18Þ

where the local fluid density at the wall is approximated with gas
fluid density at the nearby cell. This introduces a second-order
truncation error because e is an arbitrary small quantity. The none-
quilibrium distribution function at the wall can also be approxi-
mated as follows (Chen and Doolen 1998; Tang et al. 2005, 2008;
Chen and Tian 2009, 2010):

f neqðW; tÞ ¼ f neqðqg; Tg;Ug;slip; tÞ þ Oðe2Þ
f neqðW; tÞ ¼ f ðqg; Tg;Ug;slip; tÞ � f eqðqg; Tg;Ug;slip; tÞ þ Oðe2Þ

(
:

� � � � � � � � � � � � � � � � � � � ð19Þ

Substituting the expressions of f eq (Eq. 18) and f neq (Eq. 19)
into Eq. 14, the final form of the distribution function at the wall
can be approximated as

f ð0; tÞ ¼ a f eqðqg;TW ;Usurf ; tÞ þ ð1� aÞf eqðqg;Tg;Ug;slip; tÞ
þð1� gÞ ½ f ðqg;Tg;Ug;slip; tÞ � f eqðqg;Tg;Ug;slip; tÞ� þOðe2Þ

� � � � � � � � � � � � � � � � � � � ð20Þ

Application of this method introduces second-order accuracy;
therefore, both stability and precision are preserved by use of this
approach (Chen and Tian 2010).

Adsorptive and Cohesive Forces

To describe the interaction forces between fluid molecules and
walls during LBM simulation, we use Eq. 21, which was intro-
duced earlier by Sukop and Or (2004):

Fadsðx; tÞ ¼ �GadsWðx; tÞ
X8

a¼0

xasðxþ eaÞea; ð21Þ

where W is interaction potential function, Gads is the interaction
strength (that is positive for nonwetting fluid and negative for
wetting fluid), xa is a weighting factor as defined earlier in Eq. 8,
and s is an index function equal to unity if the site at xþea is a
solid and equal to zero otherwise. Interaction potential function W
can be defined as amonotonically increasing and bounded func-
tion (Shan and Chen 1993). Here, we use a simple form of expo-
nential function where W is a function of fluid density and a
constant q0 (Shan and Chen 1993; Sukop and Thorne 2006),

WðqÞ ¼ q0 1� exp
�qðx; tÞ

q0

� �� �
: ð22Þ

To simulate the two-phase transport of free and adsorbed gas
molecules, we also need to include long-range forces between the
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free and adsorbed gas molecules. However, for simplicity, we
consider only the cohesive forces between adsorbed molecules at
the wall and their neighbors in the fluid by use of the formulation
introduced earlier by Shan and Chen (1993):

Fðx; tÞ ¼ �G Wðx; tÞ
X8

a¼0

xaWðxþ eaDt; tÞea: ð23Þ

Here, G is the interaction strength, which is negative for attrac-
tive forces and becomes more pronounced as the density of the
adsorbed layer increases. Introduction of the interaction forces
between the particles in the LBM formulation leads to a nonideal
EOS (Eq. 24) that can be used to simulate the interface dynamics
between the liquid and gas phases (He and Doolen 2002; Sukop
and Thorne 2006):

P ¼ qRT þ GRT

2
½WðqÞ� 2: ð24Þ

Fig. 2 illustrates the interaction potential as a function of den-
sity on the left and presents a pure-methane pressure/density dia-
gram on the right, both at 293.15 K. The coefficient q0 and the
interaction strength G are estimated to be equal to 3 and �0.4,
respectively, by matching the pressure/density diagram of meth-
ane by use of Eqs. 22 and 24. Similar investigations should be
made when other types of gases or gas mixtures are considered
for simulation.

In the following, we are solving the Boltzmann equation (Eq.
1) by use of the velocity and collision operator defined in Eqs. 2
and 3, where we use the equilibrium distribution function pre-
sented in Eq. 8. We also apply the Knudsen-number correction
(Eq. 5) to account for the Knudsen number-controlled flow re-
gime. For the boundary conditions at the inlet and outlet, we use
periodic boundary conditions where the capillary acts as a closed
system. The modified Langmuir slip boundary condition as
defined in Eqs. 10 through 20 is applied to account for both
adsorbed-phase transport and slippage by the walls. The body
forces (cohesive and adsorptive forces introduced by Eqs. 21 and
23) are added through a directionally dependent force term in the
equilibrium distribution that partially redistributes the particle
motion at a node in the direction of the force term.

Simulation Results and Discussions

For numerical simulation purpose, first we choose a simple 2D
capillary where the gas transport is confined between two parallel
walls (Fig. 1). Initially, the capillary has width Lx¼100 nm (or 50
lu) and length Ly¼200 nm (or 100 lu), although the width plays
an important role in our analysis; hence, later it will be changed
significantly as part of a sensitivity analysis. The flow is from top
to the bottom. Fig. 1 shows on the right the adsorbed- and free-
gas transport mechanisms contributing to the total mass flux by

the walls. The adsorbed-phase transport is driven by the adsorbed-
phase gradient where the adsorbed molecules can overcome the
local interactions with the wall and develop a hopping mechanism
by the wall. The pressure difference between the inlet and outlet
also causes the free gas molecules to be transported as free gas
phase inside the tube and, at high Knudsen number, to slip right
by the wall.

In all the numerical simulations, the system temperature is
fixed to the ambient temperature of 298.15 K and flow of pure
methane is assumed at 1,623 psi at time equal to zero. Average
adsorbed-gas density qads, Langmuir pressure PL, and volume
Vamax are 0.4 g/cm3, 1,800 psi, and 0.1962 cm3, respectively, bor-
rowed from our previous experimental work presented in Kang
et al. (2011). These values correspond to methane adsorption in or-
ganic (kerogen) pores of shale samples. Periodic boundary condi-
tion is applied at the capillary inlet and outlet. We assume density
and temperature variations are small across the tube so that the Kn
remains nearly constant across the capillary. In this study, LBM is
initially used applying two different boundary conditions. The first
one is the commonly used bounce-back boundary condition at the
walls where the fluid particle bounces back to the fluid node oppo-
site to its incoming direction (Succi 2001). The other boundary
condition is the newly developed Langmuir slip boundary condi-
tion of the LBM-Ls as introduced in the preceding section.

Fig. 3 shows the velocity profile of methane transport in a 100-
nm capillary. During the simulation, the Knudsen number is small
and equal to 5.6� 10–3; thus, the continuum-flow regime prevails.
Fig. 3 is generated to compare and validate the numerical results
of LBM simulations by use of the analytical solution of Poiseuille
flow. Indeed, the numerical results show a reasonable match with
the analytical solution. Fig. 3 also shows that the fluid velocity at
the wall is zero; thus, the fluid dynamics is not sensitive to the slip
and to the amount of adsorbed phase and its surface transport, dur-
ing the continuum-flow regime. These solutions are our basis for
the rest of our analysis where we investigate the capillary-width
and transport-mechanism effects on the gas dynamics.

Next, sensitivity to the capillary size is investigated by use of
LBM-Ls to simulate gas dynamics in a bundle of capillaries. For
the purpose, we divide the 100-nm (Lx,1) model capillary used ear-
lier in Fig. 3 to a bundle of five 20-nm (Lx,2)-wide capillaries. Fig.
4a shows the computed velocity distributions with color indices
on the left and the cross-sectional velocity profiles across the bun-
dle on the right. On the basis of Poiseuille’s law, one would
expect the following relationship should hold between average ve-
locity in 20 ðUy;2Þ and 100 ðUy;1Þ nm capillary tubes: Uy;2 ¼
Uy; 1ðL2

x;2=L2
x;1Þ. Here, the capillary-width square ratio of the two

organic capillary bundles is also equivalent to their permeability
ratio. The predicted velocity of the fluid in the 100-nm tube
changes between zero and 1.6� 10–6 lu/ts across the half-length
of the capillary. (The negative sign indicates that the flow is
downward.) So, if an average velocity value of 0.8�10–6 lu/ts is

. . . . . . . .

. . . . . . . . . . . . . . . . . . . .

Isothermal interaction potential Single-component, multiphase EOS

0 5 10

(a) (b)

0
0

1

2

0.2
0.4
0.6
0.8

1.2
1.4
1.6
1.8

1 2 3 43.52.51.50.5

3.5

2.5

1.5

0.5

3

2

1

0

Density ρ (mu/lu2)

 ρ0 = 3
G = –0.4

Density ρ (mu/lu3)

P
re

ss
ur

e 
(m

ul
u–1

ts
–2

)

ψ
 (

ρ)

Fig. 2—Interaction potential function changes with density (a), and history matching of the methane pressure/density curve (b).

February 2013 SPE Journal 31



taken for that pore, then, once the capillary size is reduced to
20 nm, one would expect the average velocity in the smaller
capillary to be equal to (0.8�10–6)(20)2/(100)2¼ 3.2�10–8 lu/ts.
Fig. 4a shows that LBM-Ls agrees reasonably well with this
value, indicating that a reduction in organic capillary width leads
to a reduction in permeability and fluid velocity, in accordance
with the classical theory. Note, however that during the simula-
tions the boundary effects are limited: the capillary width is still
large enough; hence, the Knudsen number is small (Kn<0.028)
and therefore no measurable effect of slip is recorded; and DS/DK

is taken as small, indicating that the surface transport of the
adsorbed phase is kept negligible during the simulation. Conse-
quently, the parabolic velocity profile is preserved, indicating that
convective gas transport is dominant in the bundle.

In Fig. 4b, the simulation results are shown when the surface
transport is kept dominant by increasing the ratio of diffusion
coefficients by two orders of magnitude. Note that this is not an
uncommon situation in organic nanotubes; as discussed in Kang
et al. (2011), the adsorbed-phase transport can dominate the gas
transport. It is clear that the surface transport of the adsorbed
methane molecules makes the velocity right at the walls nonzero
(1.24�10–7 lu/ts) and, more importantly, influences the whole ve-
locity profile across the capillaries significantly. Now the surface
transport leads to one order of magnitude larger average velocity:
3.5�10–7 lu/ts.

In Fig. 5, the Knudsen number is increased to 0.056 by simply
doubling the number of capillaries in the bundle. Hence, we have
ten 10-nm-wide capillaries in the bundle now. In this case, the pre-
dicted gas velocity is distributed somewhat uniformly at the center
of the capillaries because the parabolic velocity profiles no longer
develop across the capillaries. Hence, the transport mechanism is
not convective in this bundle but diffusive in nature. Note that the
velocity is increased by nearly a factor of four when the sizes of
the capillaries are reduced by half. In addition, even though sur-
face transport is not changed, the kinetic effects are more domi-
nant. The transport by the walls is now caused by both surface
transport and slip. The effective velocities across the capillaries
are now two orders of magnitude larger than 1.6�10–8 lu/ts, which
is the value one would have predicted by use of classical theory.

Interestingly, when DS/DK ¼3, we observe that the fluid velocity
by the walls becomes larger than the velocity of the fluid at the
center. These results are important and point to the existence of
molecular streaming by the walls and its influence on the gas trans-
port. The predicted velocities in 10-nm size capillaries are compa-
rable with those velocities earlier computed for gas in the 100-nm
capillary. Molecular streaming because of surface transport and
slip indeed enhances the gas transport in the organic nanopores.
The surface transport effect appears in the figures as nonzero ve-
locity at the walls, where location across capillary is exactly equal
to zero or 50 lattice units. The slip, on the other hand, develops
inside the capillary tube right by the walls; it appears as a jump in
the velocity profile, when it exists. Accordingly, at the first sight,
one would argue that DS/DK should always be small; hence, the
main contribution to the enhancement in gas transport must be
caused purely by slippage. This statement, however, needs to be
revisited with the next sensitivity analysis by use of LBM-Ls.

Fig. 6 shows the importance of the surface transport mecha-
nism on the overall gas transport in the organic capillaries. Obvi-
ously, the surface transport of the adsorbed phase is negligible at
large capillaries with a size on the order of 100 nm. It becomes
somewhat influential on the transport when the capillary size is on
the order of 10 nm. Notice in Fig. 6 the straight line with a non-
zero slope. The slope indicates the contribution of the surface
transport, whereas the intercept indicates the contribution of the
gas slippage. It is anticipated that the surface transport effect is
dominant in micropores with sizes on the order of 1 nm. As with
any LBM, LBM-Ls fails to accurately simulate the molecular dy-
namics at that scale.

The computed velocity vectors for varying combinations of
controlling parameters are given in Fig. 7. At the top, we compare
the change in velocity vectors across the capillary for varying
Knudsen numbers, whereas Ds/Dk ratio is small. This clearly
shows that the velocity magnitudes are larger in all the locations
across the capillary for higher Knudsen number. Introducing more
adsorbed phase transport by increasing the Ds/Dk ratio leads to
higher velocities across the capillary in Fig. 7 (bottom).

In LBM-Ls, the velocity of the molecular streaming (i.e., UW)
is a function of a (i.e., the relative coverage of solid surface by
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the adsorbed gas molecules with respect to maximum monolayer
adsorption capacity of the solid surface). To investigate the sensi-
tivity of velocity profiles to a, Fig. 8 depicts the change in veloc-
ity profiles with the maximum monolayer adsorption capacity
Vamax. Here, high Knudsen number (Kn¼0.1) is considered such
that both molecular transport mechanisms are active by the wall.
The ratio of the diffusion coefficients is kept constant and equal to
1.0. As the maximum adsorption capacity Vamax is increased,
because the internal surface area of the capillary is not changed,
the amount of adsorbed phase increases too. This leads to a retar-
dation effect and a preserved parabolic profile on the velocity. It
is also interesting that the slip velocity at the wall decreases as the
capacity is increased because an increasing portion of the solid
surface area is now covered with adsorbed gas; consequently, the
adsorbed layer becomes somewhat more homogeneous. In this
case, the adsorbed-phase gradient becomes smaller, retarding the

adsorbed-phase transport. Similar behavior has been reported ear-
lier by use of a semianalytical approach to fluid flow in tight
formations by Fathi and Akkutlu (2009). They showed that in-
creasing the amount of adsorbed gas retards the overall gas trans-
port in tight formations. In Do (1998), it is also mentioned that the
adsorbed-phase transport is directly related to the heterogeneity in
the adsorption layer.

Here, we would like to open a parenthesis to discuss the simu-
lation results by use of the bounce-back condition. Our results
have shown that, even though the bounce-back condition results
in no-slip velocity at the wall within the continuum limit (Myong
2001), at higher Knudsen numbers nonzero slip velocity develops
at the wall as a result of the kinetic nature of the lattice Boltzmann
equation. Unlike the previous cases performed at high pressure,
here we discuss the simulation results at low pressure where the
adsorption effect is negligible. Fig. 9 shows the numerical
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velocity profiles across the 100- and 20-nm capillaries at 100-psi
average pressure. The figure also includes the analytical solution
corresponding to flow in a 100-nm capillary, as the solid line, for
comparison.

Clearly, with the decreasing capillary size, the parabolic veloc-
ity profile is transformed into a uniform plug-like velocity profile
at the central portion of the capillary. Furthermore, the estimated
velocities by the wall are nonzero, suggesting that the flow experi-
ences gas slippage. Interestingly, the estimated velocities near the
wall are significantly higher than that at the center of the 20-nm
capillary and the higher velocity values can be observed not only
by the wall, but also deep into the capillary. Hence, the fluid flow
behavior in a 20-nm capillary is fundamentally different from that
in a 100-nm (or larger) capillary. For more details on numerical
and experimental studies at low pressures and multiscale effects
see Akkutlu and Fathi (2011) and Fathi et al. (2012).

Similar observations have previously been reported by King
(2007) and Nie et al. (2002). On the basis of the kinetic theory of
gases, dilute gas consisting of hard particles moving with high ve-
locity and having elastic collisions is assumed. Knowing the posi-
tion vector and momentum of each particle at some instant in
time clearly, together with classical mechanics, would allow exact
prediction of all future states of the system (Sukop and Thorne Jr.
2006).

Conclusions

In this study, a new lattice Boltzmann model (LBM-Ls) is pro-
posed to include the pore-wall effects of small organic capillaries.
In the model, the adsorbed-phase transport is introduced as a wall
movement, the speed of which is calculated at each timestep on
the basis of local pressure and its gradient. The numerical results
are validated with the analytical solution of Poiseuille flow in the
continuum flow limit. Next, the effects of actual pore size and
adsorbed-phase transport are investigated. It is found that as the
capillaries shrink to the order of nanometers, and hence the Knud-
sen number is increased, the transport mechanism is not convec-
tion anymore but diffusion under the influence of molecular
streaming. In the future, the LBM-Ls will be applied to 3D kero-
gen pore-network models where tortuosity and permeability of the
model porous media will be predicted. In addition, a new genera-
tion of LBM-Ls will be developed considering multiple phases in
the presence of longer-range interactions to investigate the capil-
lary condensation phenomenon.
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Nomenclature

a ¼ lattice node
C ¼ free-gas concentration

Cl ¼ adsorbed-gas concentration
Cls ¼ maximum adsorption capacity
Dk ¼ tortuosity-corrected coefficient of molecular diffusion
Ds ¼ surface diffusion coefficient

e ¼ lattice velocity
f ¼ distribution function

F ¼ force
f eq ¼ equilibrium distribution function
G ¼ interaction strength
H ¼ diameter of capillary

Jads ¼ adsorbed-gas flux
Jfree ¼ free-gas flux

K ¼ equilibrium partition (or distribution) coefficient
Kn ¼ Knudsen number

L ¼ capillary length
M ¼ gas molecular weight

Re ¼ Reynolds number
P ¼ pressure

PL ¼ Langmuir pressure
R ¼ universal gas constant
t ¼ time

T ¼ temperature
U ¼ macroscopic velocity vector

Ug,slip ¼ slip velocity
Usurf ¼ adsorb phase velocity

UW ¼ wall velocity
Va ¼ adsorbed-gas volume

Vamax ¼ maximum monolayer adsorbed-gas volume
x ¼ lattice space
k ¼ gas molecules mean free path
l ¼ gas dynamic viscosity

qg ¼ gas density
qads ¼ adsorbed-phase density

s ¼ relaxation time
s* ¼ effective relaxation time
t ¼ gas kinematic viscosity
x ¼ weighting factor
X ¼ collision operator
W ¼ potential function

Subscripts and Superscripts

ads ¼ adsortptive
eq ¼ equilibrium
g ¼ gas

neq ¼ nonequilibrium
W ¼ wall
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