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Uniform investigation of hydraulic fracturing propagation regimes
in the plane strain model
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SUMMARY

The hydraulic fracturing propagation regimes in the plane strain model are uniformly investigated using a
numerical method based on the finite element method. The regimes range from toughness-dominated cases to
viscosity-dominated cases, covering zero leak-off situations and small leak-off situations. Unlike the asymptotic
solutions, the numerical method is independent of the energy dissipation regimes and fluid storage regimes. The
numerical method pays no special attention to the fracture tip, and it simulates fracture tip behaviors by increas-
ing the number of functions in a natural and uniform manner. The numerical method is verified by comparing its
results with the asymptotic solutions. The effect of the model sizes on the numerical method is discussed along
with the robustness of the numerical method. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Hydraulic fracturing is a complicated coupled process, where fracture propagation in a solid medium is
driven by pressurized fluid. Apart from natural occurrences such as magma-driven dikes [1], hydraulic
fracturing is also applied in industry. The applications include the underground storage of hazardous
material [2], the measurement of in situ stresses [3], barrier walls used to prevent the transport of
containment [4], heat production from geothermal reservoirs [5], and the improvement of fossil fuel
recovery [6].

The complicated coupled process of hydraulic fracturing involves the nonlocal relationship between
the fracture width and the net pressure in the fracture and the nonlinear dependence of the fluid flow
within the fracture on the fracture width. The coupled process is accompanied by leak off, which is
history dependent, and fracture propagation, which gives rise to continual configuration variations.
These four behaviors lead to a variety of hydraulic fracturing propagation regimes, which depend on
material parameters and fracture configurations. Simplified hydraulic fracturing models have been
developed, which can be used to study the influence of various material parameters [7]. These
models include the plane strain [8], PKN [9], and axisymmetric penny-shaped models [10].

In the plane strain model, hydraulic fracturing propagation regimes are controlled by two
parameters: K, and C,,. K,, is used to distinguish the energy dissipation regimes, and C,, is used to
distinguish the storage regimes of the injected fluid. A large K,, indicates that the energy dissipated
in the viscous fluid is marginal compared with that dissipated by the fracture extension, and the
hydraulic fracturing is referred to as a toughness-dominated regime. For a viscosity-dominated
regime, however, K,, is small, and the energy is mainly consumed by the viscous fluid flow [11].

*Correspondence to: J. Q. Bao, Department of Petroleum and Natural Gas Engineering, West Virginia University,
Morgantown, WV 26506, U.S.A.
TE-mail: bjq05 @mails.tsinghua.edu.cn

Copyright © 2014 John Wiley & Sons, Ltd.



508 J. Q. BAO, E. FATHI AND S. AMERI

C,, usually evolves from zero to infinity if the leak-off coefficient is nonzero. In most applications of
hydraulic fracturing, the fluid is expected to be mainly stored in the fracture, and C,, is expected to be
smaller than 1.0.

Great achievements have been made to obtain asymptotic solutions for some regimes in the plane
strain model. The key issue in constructing asymptotic solutions is capturing the correct fracture tip
behaviors because they control the global response of the fluid-driven fracture and because they are
regime dependent [12]. These asymptotic solutions are classified into the toughness-dominated [13, 14],
intermediate [15], and viscosity-dominated solutions [7, 11, 16], and they can be further classified based
on C,,. The asymptotic solutions are regime dependent, and they have good accuracy only if the material
properties fall into their ranges. Although Spence and Sharp [17] proposed a regime-independent
asymptotic solution for an arbitrary K,,, leak off is not considered in their asymptotic solution, and
fracture toughness is not prescribed as an input material parameter [18]. A uniform framework that
incorporates all the asymptotic solutions does not yet exist [7], although all these asymptotic solutions
have the same theoretical backgrounds and assumptions.

It is possible to use numerical methods to investigate hydraulic fracturing propagation regimes in a
uniform manner. The common numerical method for hydraulic fracturing is the displacement
discontinuity method [19-23], which is a variant of the boundary element method [24]. Great efforts
have been made in recent years to investigate hydraulic fracturing propagation regimes using the finite
element method, as the finite element method can overcome the limitations that are imposed on the
boundary element method [25]. Chen et al. [26] and Chen [27] used a finite element method and
investigated the toughness-dominated and viscosity-dominated regimes in impermeable mediums (zero
leak off), respectively. Carrier and Granet [28] also proposed a finite element method to analyze the
toughness-dominated regimes and viscosity-dominated regimes in permeable (leak off) and
impermeable mediums. The cohesive zone model [29] was used to simulate fracture propagation in
these simulations. A critical concern for the cohesive zone model is that a special technique is needed
to ensure its numerical stability because there exists negative tangential stiffness in the cohesive
constitutive law [30]. Based on linear elastic fracture mechanics (LEFM), Lecampion [25] applied an
extended finite element method to simulate hydraulic fracturing and proposed special functions to
capture the fracture tip asymptotes. In addition, Hunsweck et al. [31] proposed a coupled finite element
method and simulated the viscosity-dominated hydraulic fracturing propagation regimes in
impermeable mediums. In their simulations, it is assumed that the fluid front never reaches the fracture
tip. This assumption is to avoid additional care of addressing the contact condition at the fracture tip [31].

In this paper, an alternative numerical method based on the finite element method is proposed to
uniformly investigate the hydraulic fracturing propagation regimes in the plane strain model. A
unique feature of the proposed method is that no special attention is paid to the fracture tip, whether
the propagation regimes are viscosity dominated, intermediate, or toughness dominated and whether
the solid medium is permeable.

The proposed method shares the same theories and assumptions as the aforementioned asymptotic
solutions. The theories include LEFM for fracture propagation, lubrication theory for the fluid flow
within the fracture [32], and Carter’s leak-off model [33]. The assumptions include uniform
confining stress, zero gap between the fluid front within the fracture and the fracture tip, and a
straight fracture propagation path that is perpendicular to the confining stress.

We focus our investigation on cases with C,, ranging from O to 1, although the proposed method has
no simplification or assumption related to C,, and is applicable to cases with any C,,. The rest of this
paper is organized as follows: The theoretical model of hydraulic fracturing is presented in section 2.
The hydraulic fracturing propagation regimes in the plain strain model, as well as some asymptotic
solutions, are briefly introduced in section 3. The proposed numerical method is described in
section 4. The investigation, the comparisons of numerical results with asymptotic solutions, and
some discussions are presented in section 5. Some conclusions are made in section 6.

2. THEORETICAL MODELS

A hydraulic fracture, which is driven by the injection of an incompressible Newtonian fluid at a
constant rate and propagates in an isotropic and homogeneous solid medium, is considered in this
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paper. Based on LEFM, the fracture propagation is related to the material parameters of the solid,
which are the elastic modulus E, Poisson’s ratio v, and fracture toughness K;c. Let Oy denote the
constant injection rate as shown in Figure 1, u denote the dynamic viscosity of the fluid, and
C; denote the leak-off coefficient. For convenience, new parameters are defined as

E 1/2
E :m, K 4(”> K[C, u = 12,[1, CIZZC[. (1)

The confining stress g, as shown in Figure 1 is positive when it is compressive. Because g is
uniform, the fracture profile is symmetric in the x direction, with the center located at the inlet, that
is, the injection point. The relationship between the fracture width w and the net fluid pressure p at
any moment 7 in the half space (x > 0) can be expressed as [24]

\/12 —x2+ \/12 —x3
In
;0
4E \/ l2 _ \/ l2 _ x]
where /; is the half fracture length at time ¢, as shown in Figure 1, and the net pressure p satisfies

p(x,1) :pf(xv 1) — oo(x), (3)

w(x, 1) =

x17 dxla (2)

where p,is the fluid pressure. It is observed in Eqns (2) and (3) that the net pressure rather than the fluid
pressure contributes to the fracture width. It is clear that the fracture is also symmetric in the y
direction. Therefore, the model in Figure 1 can be represented by its equivalent quarter model as
shown in Figure 2, where the net pressure is applied on the fracture surface.

The fracture propagation criterion is

K; = Kjc, 4

where K; is the stress intensity factor of the Griffith crack [24]. When K| reaches K at the fracture tip,
the near-tip fracture width can be approximated by [34]

1%
w(x) ZE(Z )1/2+0[(l )3/2}, I, —x<<lI,. (5)
The mass conservation of the injected fluid leads to

w
- t&=-Vq, (6)

[ njected fluid

[ Solid medium

Figure 1. Sketch of a plane strain, fluid-driven fracture.
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y

Figure 2. Equivalent quarter model.

where g is the leak off, V - is the divergence operator, and ¢ is the fluid flux. It is observed in Eqn (6)
that the injected fluid flowing through the fracture is divided into two parts. The first part stays in the
fracture and contributes to fracture width variations, and the second part leaks into the solid medium.

The fluid flow within the fracture is modeled using lubrication theory. Thus, the relationship
between the fluid flux ¢ and the fracture width w is given by Poiseuille’s law [32]:

w3

q9=——Vps, (7
u

where V is the gradient operator. The leak off is characterized by Carter’s model [33] as

g(xv [) = C;/ V r— ZO(x)v > tO(x)v (8)

where 1, is the fracture tip arrival time. Because the confining stress is uniform Eqn (7) can be
replaced by

3
w
q=——Vp. (€))
u
The divergence and gradient operators in Eqns (6), (7), and (9) are defined in the fracture
propagation direction, that is, the x direction in Figure 2.
The boundary conditions for fluid flow within the fracture are

g(x=0"1)=Qy/2.q(x =1, 1) =0. (10)

The first boundary condition in Eqn (10) is from the symmetry of the biwing fracture as shown in
Figure 1. The second boundary condition in Eqn (10) originates from the zero fracture width at the
fracture tip [7].

Using the divergence theorem [35], Eqn (6) combined with the boundary conditions in Eqn (10) and
the leak-off model in Eqn (8) leads to the global fluid continuity equation [15]

1 tely 1
_‘-0 w(x, t)dx—i—_‘-oj.o g(x,t")dxdt’ = 3 Qot. (11)
Based on Eqn (11), the injection efficiency #, which is the volume ratio of the fluid that remains in
the fracture to the injected fluid, is defined as

l

1(0) = Sywtanas/ 5000 12

Copyright © 2014 John Wiley & Sons, Ltd. Int. J. Numer. Anal. Meth. Geomech. 2015; 39:507-523
DOI: 10.1002/nag



HYDRAULIC FRACTURING PROPAGATION REGIMES IN THE PLANE STRAIN MODEL 511

3. HYDRAULIC FRACTURING REGIMES AND ASYMPTOTIC SOLUTIONS

Hydraulic fracturing regimes in the plane strain model are constructed using a rectangular phase
diagram MMKK as shown in Figure 3 in (K,,, C,,) space [14]. For a constant injection rate, K,, and

C,, are defined as [15]
, o /4 o\ 1/6
Ky, = 5/ (L) ; Cn= C, (E,‘—t3> . (13)
E \uQ u Oy

K,, and C,, are used to differentiate the energy dissipation regimes and the fluid storage regimes,
respectively. It is observed in Eqn (13) that K,,, is time independent and C,, is time dependent. C,,
always evolves from zero to infinity along a straight evolution line as shown in Figure 3, if the
leak-off coefficient is nonzero. This means that in the beginning the fluid is mainly stored in the
fracture, and the injection efficiency is close to 1; subsequently, the injection efficiency decreases.

Hydraulic fracturing propagation regimes can be categorized into the toughness-dominated,
intermediate, and viscosity-dominated regimes based on K,,. The regimes are toughness dominated
if the K,,,s are larger than 4.0 and are viscosity dominated if the K,,s are smaller than 1.0; otherwise,
they are intermediate [15].

Hydraulic fracturing regimes can be presented through the introduction of a scaling technique [15], which
transforms the variables p, w, and /; into dimensionless variables I1, Q, and y, respectively. The variables IT
and Q are functions of the dimensionless coordinate &, which ranges from 0 at the inlet to 1 at the fracture
tip. The scaling technique has the advantage of reducing the variables in the hydraulic fracturing regimes to
dimensionless quantities of order O(1) whenever possible [15] and relieving the burden of constructing the
asymptotic solutions. The key issue for the determination of the asymptotic solutions is constructing
appropriate tip asymptotes [12]. Some of the asymptotic solutions are briefly introduced as follows.

3.1. K and M vertex solutions

The K vertex regime corresponds to the case of zero fluid viscosity and zero leak off. The K vertex
solution has a uniform net pressure, and the second term on the right-hand side of Eqn (5) is zero.
Therefore, the fracture tip width has an asymptote of (1 —&)2. In the K vertex solution [13], the
dimensionless opening is defined as

1/2

Q&) =r"3(1-&) (14)

The M vertex regime corresponds to the case of zero fracture toughness and zero leak off, and the
second term on the right-hand side of Eqn (5) plays an important role. The near-tip fracture width
has the asymptote of [7]

leak-off edge
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Figure 3. Hydraulic fracturing regimes in (X,,, C,,) space and their evolution line (after Bunger, Detournay,
and Garagash [14]).
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Q&) ~(1-¢)"". (15)

The M asymptotic solution [16] is found by approximating € with a series of weighted Gegenbauer
polynomials [36], where the weighted function has the form of (1 — ¢?)*>.

3.2. Near-K and near-M solutions

The asymptotic solutions for the near-K and near-M regimes, where there is no leak off, are collectively
denoted as F(&)={Q(¢), TI(¢), y}. The n-order approximation of the self-similar F(¢) is

F(&) = 3" CFI(€), Fi(E) = {(0), T(E), 7, (16)
i=0

where C equals K ;4 for the near-K asymptotic solutions [13] and C equals K,,, for the near-M asymptotic
solutions [11]. The K and M vertex asymptotic solutions are the zeroth-order approximations of the near-K
and near-M asymptotic solutions, respectively.

3.3. KK and MM edge solutions

The KK edge regimes correspond to the case of zero fluid viscosity with leak off evolving from zero to
infinity. The net pressure is uniform at any given time. Similar to the K vertex solution, the KK edge
solutions [14] also have the property of self-similarity, and the fracture tip always has the asymptote of
Q~ (1 _ 4:)]/2.

For the MM edge regimes, the tip behaviors evolve from Q~(1 —¢ at small leak off to
Q~(1—¢)>8 at large leak off [7]. The transient solution is achieved using the application of
an explicit finite difference scheme in a moving spatial grid and the displacement discontinuity
method with constant-strength dislocations [7].

)2/3

3.4. Intermediate solutions

In the intermediate solutions [15], the net pressure function IT is proposed to have the form of

II = I1; + I, a7

where II; is a piecewise linear function and Il is a singular function that has the form of In
(1 —&%). T, is proposed based on the analysis of the fracture tip behavior. The solutions are
found using the method of lines [13].

4. FINITE ELEMENT METHODS

4.1. Elastic response

Discretizing the equivalent model using finite elements as shown in Figure 4, we can achieve a finite
element equation that describes the elastic behavior of the solid medium, which is cast as

K,AU = AF, (18)

where K, is the global assembly of the stiffness of the finite elements, AU is the vector of the node
displacement increments, and AF is the vector of the equivalent node forces caused by the net
pressure increments, that is, Ap as shown in Figure 4.

Because only net pressure increments contribute to AF, Eqn (18) can be rewritten as

K,AU = BAP, (19)
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Figure 4. Discretization of the equivalent quarter model with finite elements.

where AP is a vector formed by the pressure increments of nodes on the fracture surface and the matrix
B is used to transform the net pressure increments into equivalent node forces.

The interaction integral method [37] is used to calculate K;. For the plain strain model, K; is
calculated using

/ oud L ow %4 u
K, =FE {IA [O’ija—x] + GUG_)CI - O-mngmnélj] 67dS o J‘Sexp ox

J

0 ?dL}, 20)

1

where the domain A is a set of elements around the fracture tip as shown in Figure 5, S, is a collection
of element edges on the fracture surface that are shown with dashed lines in Fig. 5, g;; is the stress field,
u; is the displacement field, x;(j =1, 2) is the local coordinate, ¢ is the Kronecker delta, y is a scalar field,
€mp 18 the strain field, and ¢j; and u are the auxiliary stress and displacement fields, respectively. The
analytical solutions of o7 and u{ are listed in Appendix A. The Einstein summation convention is used

for the repeated indices in Eqn (20).
The characteristic radius 7, of the fracture tip is defined on the domain A, and

e = \/Azip; (2D

where A, is the summation of the areas of the elements that share the node on the fracture tip. Elements
having node(s) in the semicircle as shown in Figure 5 constitute the domain A. The radius of the
semicircle equals r.. The scalar y equals 1 on the nodes in the semicircle and zero on the nodes out
of the semicircle [31]. Theoretically, the interaction integral is independent of the domain A.

In this paper, it is assumed that the fracture propagation length is determined by the finite element
mesh. This means that the node on the fracture tip is freed when K; is not smaller than K¢, and the
fracture extends into the node ahead of the fracture tip. This also means that the node ahead of the
fracture tip is always the potential fracture tip, which is shown in Figure 4. Similar assumptions can
be found elsewhere [38].

4 |1 N
_[_\c"’re \

X

Figure 5. Domain for the interaction integral.
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4.2. Fluid flow within the fracture
Eqn (6) leads to its weak form [23]

0
I, [—va)-q +09) 2+ Gp)aa +oplam)ls =0, 22)

where Jp is a testing function and S is a collection of the boundary conditions in Eqn (10). Eqn (22)
combined with Eqn (10) leads to a nonlinear finite element equation for the fluid flow within the
fracture [23], which is symbolically cast as

K,(W)P+LW +H =0, (23)

where W is a vector formed by the widths of the nodes on the fracture surface, K, (W) is the assembly
of the flux stiffness of the fluid elements, L is the assembly of the length stiffness of the fluid elements,
and H includes the contributions of the fluid leak off and the fluid injection.

Taken time integration, Eqn (23) yields

Int1 .
L” [K..(W)P + LW + H|dt = 0. (24)

A backward Euler scheme for the time difference is used in this paper. Therefore, based on Eqn (24),
we have

KW(W,H_l)P,H_]At — L(W,H_] — Wn) + HAr = 0, (25)

where W, and P, .| are the unknown fracture widths and net fluid pressures at the (n+ 1) th step,
respectively, W, is the known fracture width at the nth step, and At is the time step between the nth
step and the (n+ 1) th step.

For the (n+ 1) th step, we have

Wy =W, +AW, P, =P, + AP, (26)

where AW is a vector formed by the width increments of the nodes on the fracture surface. At any
moment, we have

Aw(x) = 2Auy(x), 0<x<I,, 27

where Au, is the displacement increment in the y direction on the fracture surface in the equivalent
quarter model and Aw is the fracture width increment. Therefore, Eqn (25) can be rewritten in a
generalized manner as

K, (U, + AU)(P, + AP) — L' AU + HAt = 0, (28)

where L’ determines the contribution of the node displacement increments to the fracture width
increments.

4.3. Solving of the coupled equations

The unknown fracture width increments and the fluid pressure increments at the (n+ 1) th step can be
obtained by solving the coupled Eqns (19) and (28). Although there is no fluid pressure boundary
condition for the fluid flow within the fracture, the structure of hydraulic fracturing described by the
fluid flow within the fracture, that is, Eqns (6)—(11) and the elastic response of the solid medium is
complete [39]. Therefore, the coupled Eqns (19) and (28) are solvable.

The Newton—Raphson iteration algorithm [40, 41] is used to solve the nonlinear coupled equations.
In every step, the initial guesses of AW and AP are set to be zero. The following condition is used as the
convergence criterion:
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[AWEED — AWE|| /|| AW || <gp00, (29)

where |||l is the two-norm operator, AW+ and AW are the results of the fracture width increments

after the m + 1th iteration and the mth iteration, respectively, and &, is the specified tolerance which
equals 1.0e—8 in this paper.

In every step, the stress intensity factor at the fracture tip satisfies

K]S(I.O —‘r{,“;ol)ch, (30)

where ¢, is the allowable tolerance for the stress intensity factor, which is taken as 0.001 in this paper.
A dynamic time step At is used to ensure Eqn (30). One of the advantages of the dynamic time step is
that the initial guesses of AW and AP in every step are close to their real solutions.

It is observed that the essential work in the proposed method is in solving the coupled Eqns (19) and
(28). No special attention is paid to the fracture tip regardless of the fracture propagation regimes.

5. INVESTIGATION AND DISCUSSION

5.1. Investigation

The plane strain model for this investigation is shown in Figure 6, where a fracture lies horizontally on the
left bottom edge. The model is discretized with 2324 linear quad elements and 2523 nodes. Because of the
symmetry, edge AB, as shown in Figure 6, is fixed for displacements in the x direction, and edge AD
except for the fracture zone is fixed for displacements in the y direction. The characteristic sizes of the
elements of the first 15m of the bottom left edge equal 0.05m. In our simulations, the fracture
propagation path is assumed to be within the first 15 m of the bottom left in the model. The initial half
fracture length equals 0.05 m, and the initial net pressure in the fracture is uniform and equals 0.1 MPa.

The investigation includes three cases covering the toughness-dominated, intermediate, and
viscosity-dominated regimes. There are two examples in each case: one without leak off and the
other with leak off. The parameters used in the investigation are listed in Table I. For all three leak-
off examples, C,, equals 1.00 at 67.83s.

5.1.1. Toughness-dominated case. For the leak-off example, the injection efficiency equals 0.426

when C,, equals 1 in the numerical result, and it equals 0.406 when C,, equals 1 in the KK edge

solution. Figure 7 illustrates the numerical results and the asymptotic solutions for the toughness-
dominated case.

5.1.2. Intermediate case. For the leak-off example, the injection efficiency equals 0.294 when C,,
equals 1 in the numerical result, and it equals 0.290 when C,, equals 1 in the intermediate solution.
The numerical results and the asymptotic solutions for the intermediate case are plotted in Figure 8.

B C T

[
P
0
-

777
el
30m

il
5
YT

S

1
S
i~

AR
A

e,
0

&
LS

le—15m—} 30m '

Figure 6. Definition of the model.
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Table I. Parameters for the simulations.

Parameter Symbol Value

Elastic modulus E 18 000 MPa

Poisson’ s ratio v 0.2

Injection rate Qo 0.001 m%/s

Dynamic viscosity U 7.98e—T7kPa-s

Fracture toughness K 4MPa-m'”? (toughness-dominated case, K,,=4.53)

1.77MPa-m'"? (intermediate case, K,,=2.00)

0.25 MPa - m'? (viscosity-dominated case, K,,=0.28)
Leak-off coefficient C 0.0 (zero-leak-off examples)

7.0e—5m-s"? (leak-off examples)

57 2.0 A
= 4 ~ 1.6+
£ g
g Numerical, no leak-off Zg
5 34 Numerical, leak-off E 1.2
E Ne~a.r—K solution (first order) =
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g 3 5 » Numerical, leak-off
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e B 0.4 A - - - - KKsolution
0 T T T T T T 1 00 T T T T T T 1
10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
Time (s) Time (s)
(a) (b
1.8+
154
e,
veu.
1.54
124
E / E 1.2
z H
%D 91 = Numerical, no leak-off
E z 094 » Numerical, leak-off
2 p E Near-K solution (first order)
& / +  Numerical, no leak-off 2 0.6+ -~~~ KK solution
= ~ Numerical, leak-off ol
= 3] Near-K solution (first order)
- - - - KK solution 034
0 T T T T T T 1 00 T T T T 1
0 10 20 30 40 50 60 70 0.0 02 0.4 0.6 0.8 1.0
Time (s) 3
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Figure 7. Asymptotic and numerical solutions of the net pressure at the inlet (a), fracture width at the inlet
(b), half fracture length (c), and fracture width profile ( [;=11.1 m) (d) for the toughness-dominated case.

5.1.3. Viscosity-dominated case. For the leak-off example, the injection efficiency equals 0.254

when C,, equals 1 in the numerical result, and it equals 0.249 when C,, equals 1 in the MM
edge solution. Figure 9 shows the numerical results and the asymptotic solutions for the
viscosity-dominated case.

The numerical results and the asymptotic solutions show that for the toughness-dominated and
intermediate cases, the leak off has a limited effect on the fracture tip behaviors (Figures 7(d) and 8
(d)), whereas for the viscosity-dominated case, the leak off has a substantial effect on the fracture tip
behaviors (Figure 9(d)). The leak-off effects in the numerical method agree well with those in the
asymptotic solutions. Although the gaps between the numerical results and the asymptotic solutions
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Figure 8. Asymptotic and numerical solutions of the net pressure at the inlet (a), fracture width at the inlet
(b), half fracture length (c), and fracture width profile ([,=13.5 m) (d) for the intermediate case.

in Figures 7-9 increase when the fracture propagates, the numerical results have good accordance with
the asymptotic solutions in the six examples when the half fracture length is not longer than 15 m.
Because of the accordance, the injection efficiencies obtained using the numerical method match
those obtained using the asymptotic solutions. The injection efficiencies of the leak-off example in
the intermediate case are plotted in Figure 10. The proposed numerical method is verified.

5.2. Discussion

For a constant injection rate, hydraulic fracturing has the property of self-similarity when there is no
leak off [17]. To discuss the self-similarity in the proposed numerical method, the virtual net fluid

pressure ﬁﬁ‘f is defined as

_ Pi, (O)p
Py (0) f

where p; (0) and p;, (0) are the net fluid pressure at the inlet when [, equals [, and /,, respectively, and
P, (&) is the net fluid pressure at & when /, equals /;. The net fluid pressure profiles p4 (<) in the three
zero-leak-off examples in the Investigation subsection are plotted in Figure 11(a), including those
obtained using the numerical method and the asymptotic solutions. As in the asymptotic solutions,
the net pressure at the fracture tip is singular, and the profiles obtained by the asymptotic solutions

pr&) &), 31)

are truncated at £=0.99. The virtual net fluid pressure profile ﬁi:g(f) and the net fluid pressure
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Figure 9. Asymptotic and numerical solutions of the net pressure at the inlet (a), fracture width at
the inlet (b), half fracture length (c), and fracture width profile ([,=14.2m) (d) for the viscosity-
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Figure 10. Injection efficiency values for the leak-off example in the intermediate case.
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and [, =4 m (b).

profile pg o(¢) obtained using the numerical method for the three zero-leak-off examples are plotted in
Figure 11(b).

It is observed in Figure 11(a) that the profiles obtained using the numerical method are in excellent
agreement with those obtained using the asymptotic solutions for the toughness-dominated and
intermediate cases. Although the profile obtained using the numerical method in the viscosity-
dominated case is slightly different from that obtained using the asymptotic solution around the
zero-net-pressure point, the net pressure around this point has limited contribution to the fracture
width. Therefore, the overall numerical results in the viscosity-dominated example match the
asymptotic solutions. The good agreements between the net pressure profiles and the virtual net
pressure profiles, as shown in Figure 11(b), indicate that the property of self-similarity in hydraulic
fracturing is well exhibited by the numerical method.

Although the asymptotic solutions and the numerical method share the same theoretical background,
the models in the asymptotic solutions are infinite, whereas the models in the numerical method are
finite. Two additional square models are used to analyze the effect of model sizes on the numerical
method. The edge lengths of the square models are 120 and 240 m, respectively. The elements in the
Investigation subsection can be treated as a set of the elements in the two models. The characteristic
sizes of the other elements in the two models are 3.5 m. The left edges of the two models are fixed
in the x direction, and the bottom edges, except the fracture zone, are fixed in the y direction. In
addition, there are six examples in each model, which have the same material parameters and initial
conditions as the examples in the Investigation subsection.

For all the models, the near-K asymptotic solutions and some numerical results of the zero-leak-off
examples in the toughness-dominated case are plotted in Figure 12. It is observed in Figure 12 that at
the beginning the numerical results are similar to each other and to the asymptotic solution. This is
because at the early stage, the fracture is short and the effect of model size is limited. However, when
the injection time is greater than 20s, the effect of the model size becomes more apparent, and the
numerical results of the two square models become improved compared with those of the rectangle model.

The relative error of the net pressure at the inlet e, is defined as

ép = |pn _pal/paa (32)

where p,, and p, are the net pressure at the inlet obtained using the numerical method and using the
asymptotic solutions at the same simulation time, respectively. The e,s for the viscosity-dominated
examples without leak off in the square and rectangle models are plotted in Figure 13, where the p,s
are obtained using the first-order near-M asymptotic solutions. It is observed in Figure 13 that
increasing the sizes of the models can effectively increase the accuracy of the numerical method.
Similar tendencies are also found in other cases. This means that model difference is one of the
leading sources that lead to the difference between the numerical results and the asymptotic
solutions. This fact is also found in other examples.
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Figure 12. Asymptotic and numerical solutions of the net pressure at the inlet (a), fracture width at the inlet
(b), half fracture length (c), and fracture width profile (/,=11.1 m) (d) of the toughness-dominated examples
without leak off.

Taking the zero-leak-off simulations as examples, we explain why special care regarding the fracture
tip is not needed in the proposed method. Both the numerical results and the asymptotic solutions in
Figure 11(a) show that the net pressure profile can be divided into two zones for a finite K,,: one with
smooth gradients of the net pressure and the other with sharp gradients around the fracture tip. Let [}
denote the length of the sharp gradient zone in the half fracture at moment ¢. For a specific criterion
that is to differentiate between the two zones, the ratio of /}” to [, is constant because the net pressure
profile is self-similar. For the asymptotic solutions and the numerical method, the key point is to depict
the net pressure at the sharp gradient zone. In the asymptotic solutions, the net pressure at the sharp
gradient zone is dominantly embodied by singular functions. For example, I in Eqn (17) plays the
dominant role in expressing the net pressure at the sharp gradient zone in the intermediate asymptotic
solutions. These singular functions are introduced based on the analysis of the tip behaviors, and they
depend on the fracture propagation regimes. In the numerical method, the net pressure in the sharp
gradient zone is essentially approximated by linear functions. The domain lengths of the linear
functions in the simulations are identical and equal 0.05m because they are determined by the
characteristic sizes of the elements along the fracture propagation path. Because of the constant ratio of
[P to I, LP increases as the fracture propagates. The increasing [}’ leads to an increasing number of
linear functions. The sharp gradient of the net pressure around the fracture tip can be well represented
by the linear functions if a sufficient number are used. This is observed in Figure 11. The increasing
number of linear functions results in an increasing accuracy for the numerical method, which is
reflected by the decreasing relative errors as shown in Figure 13. Rather than taking special measures,
the proposed numerical method approximates the tip behaviors by increasing the number of linear
functions in a natural, continuous, and uniform manner.
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Figure 14. Number of iterations in the first 100 steps of the viscosity-dominated examples in the square
models: (a) examples without leak off; (b) examples with leak off.

It is observed in Figure 11 that the fracture tip becomes more singular with decreasing K,,. This
indicates that the examples in the viscosity-dominated case are harder to obtain convergence than
those in other cases. The numbers of iterations needed to solve the nonlinear coupled Eqns (19) and
(28) in the viscosity-dominated examples of the square models are plotted in Figure 14 for their first
100 steps. It is observed in Figure 14 that in most steps the solution obtains convergence within 10
iterations. This phenomenon is also observed in all other examples. The proposed method has
excellent robustness.

6. CONCLUSIONS

In this paper, a uniform numerical method based on the finite element method is proposed to
investigate hydraulic fracturing propagation regimes in the plane strain model. Similar to the
asymptotic solutions, the numerical method is based on LEFM, lubrication theory, and Carter’s leak-
off model. Rather than taking special measures to capture the fracture behaviors in the sharp
gradient zone, the numerical method simulates them by naturally and uniformly increasing
functions. The energy dissipation regimes discussed using the numerical method range from
viscosity-dominated to toughness-dominated regimes, with the fluid storage regimes ranging from
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zero-leak-off to small-leak-off regimes. The numerical method is verified by comparing the
numerical results with the asymptotic solutions. The property of self-similarity in hydraulic
fracturing is well expressed by the proposed numerical method. Domain size differences are an
important source that leads to the differences between the asymptotic solutions and the numerical
results. Even for examples in the viscosity-dominated case, the proposed numerical method
exhibits excellent robustness.

APPENDIX A: ANALYTICAL SOLUTION FOR THE AUXILIARY FIELD

The auxiliary displacements in the local polar coordinates (r, 8), as shown in Figure 5, are [37]

Y 1 /r %
e Ye |:COS§(K - cos@)}
; (A.1)

B 1 /r 0
=356 {smi(x - cosﬁ)}

where G is the shear modulus and « is the Kosolov constant, which equals 3 —4v in the plane strain
model. The auxiliary stresses [37] are

QDN

of, :\/21_{ 0{1— sm sin— ]}
Tr
1 {cos— [1 + sin= sm—] } (—m<0<m). (A.2)

[\

05, =
2 \2nr
1
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